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👋 About Mila
● Research Institute w/ UdeM, McGill, HEC 

Montreal, Polytechnique Montreal
○ Core Machine Learning, Deep Learning, Reinforcement 

Learning, NLP, Graph Learning
○ 100+ papers / year at top ML/AI conferences

● 900+ student researchers
● 40+ professors and CIFAR chairs
● 70+ industry partners
● 40+ Mila-affiliated startups
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Triple-based Knowledge Graphs
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educated ateducated at

Albert Einstein

Q937

ETH Zurich
University of 

Zurich 

P69P69

Q206702Q11942

Albert Einstein educatedAt University of Zurich .
Albert Einstein educatedAt ETH Zurich .

Source: Albert Einstein on Wikidata

RDF

https://www.wikidata.org/wiki/Q937
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Knowledge Graphs: Setup

r1 r3

r7

● Directed graphs

● Explicit relation types 
(learnable edge features)

● Input node features are not 
given
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Brief History: 2011 - 
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RESCAL 
[Nickel et al, ICML 2011]

TransE 
[Bordes et al, NeurIPS 2013] 100+ KG embedding models since then 😱
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Brief History: 2011 - 
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RESCAL 
[Nickel et al, ICML 2011]

TransE 
[Bordes et al, NeurIPS 2013] 100+ KG embedding models since then 😱

Transductive Triples Supervised

No 
substantial 

progress since 
2018
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Brief History: 2011 - 

8

RESCAL 
[Nickel et al, ICML 2011]

TransE 
[Bordes et al, NeurIPS 2013] 100+ KG embedding models since then 😱

Transductive Triples Supervised

educated at

educated at
Can we go from 
single triples to 
encoding the whole 
graph structure?
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Brief History: 2011 - 
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RESCAL 
[Nickel et al, ICML 2011]

TransE 
[Bordes et al, NeurIPS 2013]

Transductive Triples Supervised

Geometric DL 🎇 
2018

https://geometricdeeplearning.com/ 

https://geometricdeeplearning.com/
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Geometric Deep Learning

10Source: Michael Bronstein’s blog post https://towardsdatascience.com/geometric-foundations-of-deep-learning-94cdd45b451d 

Study of symmetries and invariances that unifies many deep learning architectures

https://towardsdatascience.com/geometric-foundations-of-deep-learning-94cdd45b451d
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Big Picture in ℝ5
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Graph Encoder

Node classification Entity MatchingLink prediction Query Embedding

Knowledge Graph

Inductive

Transductive Triples

Hyper-relational

Supervised

Unsupervised

Unimodal

Multimodal

Small

Large (sampling)
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SETTING

Theoretical 
Understanding
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Big Picture in ℝ5
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The ImageNet Moment for KGs

15

Self-supervised pre-training 
on a LARGE graph

Fine-tuning on a 
downstream task

NLP

Vision

Graph ML
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The ImageNet Moment for KGs

16

Self-supervised pre-training 
on a LARGE graph

Fine-tuning on a 
downstream task

NLP

Vision

Graph ML
Wikidata: 100M nodes
Embs:  [100M, dim]  ?

~200 GB 
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Shallow Embedding

Looks like a 
Representation 

Learning challenge 🤔

Can we do better?
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Transductive vs Inductive
Transductive

Training

Inference

Vocab

Inductive

New, unseen nodes (entities)
● Added to the seen graph
● Completely new 

inference graph

Shallow 
embeddings
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OGB WikiKG: Just 2.5M nodes (June’21)

BERT-Large is ~340M params
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Life beyond shallow embedding?

BERT (340M params) - disruption in NLP ✅ 
KG embs (>1B params) - 🥴 

Do we really need to learn & store the 
whole shallow embedding matrix |E| x dim ?

Trying to fit a 100M x 200 tensor on a Tesla V100 ->
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Back to 2014

Source: The Illustrated Word2vec by Jay Alammar

Unseen words = [OOV] (out-of-vocabulary)

https://jalammar.github.io/illustrated-word2vec/
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Byte-Pair Encoding  / WordPiece

Byte-Pair Encoding vocabulary. Source: Sennrich et al and CS224N

https://www.aclweb.org/anthology/P16-1162.pdf
http://web.stanford.edu/class/cs224n/readings/cs224n-2019-notes06-NMT_seq2seq_attention.pdf
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Tokenization + Graphs?

If nodes in a graph are 
"words", 

can we design a 
fixed-size vocab of 
"sub-word" units?
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Tokenizing KGs

Shallow embedding, only 
known words, otherwise 

OOV

Compositional 
representations, 
subword units

Language Word2vec, GloVe Byte-Pair Encoding, 
WordPiece

Graphs All KG embedding 
algorithms (TransE, etc) NodePiece
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NodePiece - “subword units” for KGs

r1 r3

r7

r1_inv r3_inv

a1

a2

a3

a3 a1 a2

Closest anchors
+

Anchor distances

1

Relational context

2 3

r1_inv r3_inv r7

Encoder

Target node

Target node

Vocabulary = Anchors + Relation types
Inductive out-of-the-box: unseen nodes are “tokenized” with the same Vocab

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Tokenizing Einstein

3 nearest anchors 4 unique outgoing relations in the context



 12.04.2022
27

Unseen Node Tokenization

a1

a2

a3

a2 a1 a3

Closest anchors
+

Anchor distances

1

Relational context

2 3

r4 r3_inv

Encoder

new node

new node

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Inductive Node Tokenization

Relational context

r4 r3

Encoder

inference 
node

inference 
node

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022

Training graph

r2_inv
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New Downstream Tasks

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022

Inductive

Transductive Node classification

Entity Matching

Link prediction

Query Embedding
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New Downstream Tasks

TransE

RotatE

...

Any GNN works, too!

GNN+

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022

Inductive

Transductive Node classification

Entity Matching

Link prediction

Query Embedding



 12.04.2022
31

OGB WikiKG 2 : NodePiece is New SOTA

February 2022

NodePiece-
enabled models
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Inductive Link Prediction Challenge 2022

32

https://github.com/pykeen/ilpc2022 

https://github.com/pykeen/ilpc2022
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Triple-based Knowledge Graphs
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educated ateducated at

Albert Einstein

Q937

ETH Zurich
University of 

Zurich 

P69P69

Q206702Q11942

Albert Einstein educatedAt University of Zurich .
Albert Einstein educatedAt ETH Zurich .

Source: Albert Einstein on Wikidata

RDF

Wait a sec

Studied the 
same subject?

Got the same 
degree?

https://www.wikidata.org/wiki/Q937
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Hyper-relational KGs

35

Inductive

Transductive Triples

Hyper-relational

educated ateducated at

Albert Einstein

Q937

ETH Zurich
University of 

Zurich 

P69P69

Q206702Q11942

Academic degree (P512): 
      Bachelor (Q787674)

Academic major (P812): 
         Mathematics (Q853077)

Academic degree (P512):
      Doctorate (Q849697)

Academic major (P812): 
      Physics (Q413)

Link Prediction
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Hyper-relational KGs & RDF*

36

educated ateducated at

Albert Einstein

Q937

ETH Zurich
University of 

Zurich 

P69P69

Q206702Q11942

Academic degree (P512): 
      Bachelor (Q787674)

Academic major (P812): 
         Mathematics (Q853077)

Academic degree (P512):
      Doctorate (Q849697)

Academic major (P812): 
      Physics (Q413)

<< Albert Einstein educatedAt University of Zurich >>
academic degree Doctorate;
academic major  Physics .

<< Albert Einstein educatedAt ETH Zurich >> 
Academic degree Bachelor ;
Academic major  Mathematics .

RDF*
Statements with Qualifiers in Wikidata

Entity-relation Edge Attributes
Edge Instances
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Hyper-relational KGs & RDF*
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educated ateducated at

Albert Einstein

Q937

ETH Zurich
University of 

Zurich 

P69P69

Q206702Q11942

Academic degree (P512): 
      Bachelor (Q787674)

Academic major (P812): 
         Mathematics (Q853077)

Academic degree (P512):
      Doctorate (Q849697)

Academic major (P812): 
      Physics (Q413)

Where did Albert Einstein  receive his degree in physics?

relevant

not relevant
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GNN Encoders

38

GCN / GAT/ GIN R-GCN / CompGCN ?

Non-relational 
graphs Triple-based KGs Hyper-relational 

KGs
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StarE: GNN architecture for HR KGs
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Academic degree (P512):
      Doctorate (Q849697)

Academic major (P812): 
      Physics (Q413)

educated at

Albert Einstein

Q937

University of 
Zurich 

P69

Q206702

★

Galkin et al. Message Passing for Hyper-Relational Knowledge Graphs. EMNLP 2020
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Enabling New Tasks

40

Graph
Encoder

Original Graph Representations Downstream Task

Node classification

Query Embedding

Link prediction
educated ateducated at

Albert Einstein

Q937

ETH Zurich
University of 

Zurich 

P69P69

Q206702Q11942

Academic degree (P512): 
      Bachelor (Q787674)

Academic major (P812): 
         Mathematics (Q853077)

Academic degree (P512):
      Doctorate (Q849697)

Academic major (P812): 
      Physics (Q413)

Galkin et al. Message Passing for Hyper-Relational Knowledge Graphs. EMNLP 2020

On hyper-relational KGs
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● A GNN encoder for embedding HR KGs and many 

downstream tasks

● Sparse Qualifier Representation

● As small as 1 qualifier per triple gives boosts

● The more qualifiers - the better

41

StarE Summary★
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Hyper-relational KGs + Inductive Link Prediction

42

Inductive

Transductive Triples

Hyper-relational

Ali et al. Improving Inductive Link Prediction Using Hyper-Relational Facts. ISWC 2021, Best Research Paper Award

Training Graph

Inference Graph
(new entities)

disjoint

Use RoBERTa encoding of entity 
descriptions as node features

Link Prediction
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● Qualifiers help in Inductive Link Prediction
● Features as encoded RoBERTa entity descriptions are 

good enough
● Some qualifiers give a lot of boost, some do not

43

Inductive StarE Summary★

Better predictions

Ali et al. Improving Inductive Link Prediction Using Hyper-Relational Facts. ISWC 2021, Best Research Paper Award
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Complex Logical Query Answering: Why?

44

Inductive

Transductive Triples

Hyper-relational

Ren et al. Query2box: Reasoning over Knowledge Graphs in Vector Space Using Box Embeddings. ICLR 2020

Query Embedding

Where did Canadian citizens with Turing Award graduate?

Typical 
KGQA 

pipeline

Logical Form

Query (SPARQL)

Database
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Complex Logical Query Answering: Why?

45

Inductive

Transductive

Ren et al. Query2box: Reasoning over Knowledge Graphs in Vector Space Using Box Embeddings. ICLR 2020

Query Embedding

Where did Canadian citizens with Turing Award graduate?

Typical 
KGQA 

pipeline

Logical Form

Query (SPARQL)

Database

What if this 
edge is 

missing?

Triples

Hyper-relational
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Complex Logical Query Answering
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Inductive

Transductive

Ren et al. Query2box: Reasoning over Knowledge Graphs in Vector Space Using Box Embeddings. ICLR 2020

Query Embedding

● Databases assume KGs are complete
○ In reality - they are not 

● We want to answer FOL queries over 
incomplete graphs with neural operators

● Embed a query in a latent space, MIPS 
decoder for kNN answers

Triples

Hyper-relational
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StarQE: Complex Logical Query Answering on HR KGs

47

Inductive

Transductive Triples

Hyper-relational

Alivanistos et al. Query Embedding on Hyper-Relational Knowledge Graphs. ICLR 2022

Query Embedding

1. Extending 
FOL to HR 
KGs

2. Qualifiers 
help A LOT

3. New query 
types are 
enabled
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● Extend FOL to hyper-relational graphs with qualifiers
● Enabling new query types (eg, joins over qualifier entities)
● Robust to inner representation: RDF* vs reified RDF
● Qualifiers help A LOT in answering complex queries

48

StarQE for Logical Queries: Summary★

Alivanistos et al. Query Embedding on Hyper-Relational Knowledge Graphs. ICLR 2022
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Space of KG Tasks in 2019

50

Link prediction

Transductive Triples

TASK

SETTING
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Space of KG Tasks Today

51

Graph Encoder

Node classification Entity MatchingLink prediction Query Embedding

Knowledge Graph

Inductive

Transductive Triples

Hyper-relational

Supervised

Unsupervised

Unimodal

Multimodal

Small

Large (sampling)

TASK

SETTING

Theoretical 
Understanding
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Future: Neural Graph Databases

52

(Montreal, location, Quebec)
(Quebec, location, Canada)
(Canada, bordersWith, USA)

Application

Application

Logical 
Queries

● No symbolic storage

● Embedding-based storage

● Inferring Missing Links

● Complex Query Answering

● Updatable

Entities
Relations
Graphs 
(molecules)

Neural Query Engine

Logical Query Answering

Task-specific Decoders

Neural Retriever

top-K 
MIPS 
Retrieval
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Q&A Time!
@michael_galkin
@mgalkin
mikhail.galkin@mila.quebec
migalkin.github.io

mailto:mikhail.galkin@tu-dresden.de
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Anchor Node Selection

a1

a2

a3

Current strategy:
40% top degrees
40% top PPR
20% random

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Tokenization

r1 r3

r7

a1

a2

a3

a3

1

Target node

BFS from the target node until we reach |K| anchors
● Can be done in forward pass
● Can be pre-processed and saved

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Tokenization

r1 r3

r7

a1

a2

a3

a3 a1

1 2

Target node

BFS from the target node until we reach |K| anchors
● Can be done in forward pass
● Can be pre-processed and saved

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Tokenization

r1 r3

r7

a1

a2

a3

a3 a1 a2

Closest anchors
+

Anchor distances

1 2 3

Target node

BFS from the target node until we reach |K| anchors
● Can be done in forward pass
● Can be pre-processed and saved

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022



 12.04.2022
59

Tokenization

r1 r3

r7

r1_inv r3_inv

a1

a2

a3

a3 a1 a2

Closest anchors
+

Anchor distances

1

Relational context

2 3

r1_inv r3_inv r7

Target node

BFS from the target node until we reach |K| anchors
● Can be done in forward pass
● Can be pre-processed and saved

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Tokenization

r1 r3

r7

r1_inv r3_inv

a1

a2

a3

a3 a1 a2

Closest anchors
+

Anchor distances

1

Relational context

2 3

r1_inv r3_inv r7

Encoder

Target node

Target node

BFS from the target node until we reach |K| anchors
● Can be done in forward pass
● Can be pre-processed and saved

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Set Encoder
Set Encoder

avg() MLP Vanilla 
Transformer

Mixture of 
Experts Perceiver Some Linear 

Transformer
Set 

Transformer
<your fav 

architecture>

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022

r4r3_inv



 12.04.2022
62

Transductive Link Prediction

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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👌 10x fewer parameters while retaining 90% of transductive LP 
📈 2x better compared to shallow models of similar #params
⚓ Relation Prediction and Node Classification: no anchors is better!
🗃 Inductive out-of-the-box and very competitive

63

NodePiece Experiments: Summary

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022
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Visualizations: Anchors + Entities

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022

FB15k-237 WN18RR
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Inductive Link Prediction

Inference graphs are disjoint with training (new nodes) 
NodePiece + CompGCN encoder = SOTA on many tasks on relation-rich graphs

Galkin et al. NodePiece: Compositional and Parameter-Efficient Representations of Large Knowledge Graphs. ICLR 2022


